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In the statistical literature, the methods to understand the relationship of explanatory variables on each individual outcome variable are well developed and widely applied. However, in most health-related studies given the technological advancement and sophisticated methods of obtaining and storing data, a need to perform joint analysis of multivariate outcomes while explaining the impact of predictors simultaneously and accounting for all the correlations is in high demand. In this manuscript, we propose a generalized approach within a Bayesian framework that models the changes in the variation in terms of explanatory variables and captures the correlations between the multivariate continuous outcomes by the inclusion of random effects at both the location and scale levels. We describe the use of a spherical transformation for the correlations between the random location and scale effects in order to apply separation strategy for prior elicitation while ensuring positive semi-definiteness of the covariance matrix. We present the details of our approach using an example from an ecological momentary assessment study on adolescents. Copyright © 2014 John Wiley & Sons, Ltd.
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1. Introduction

Mixed-effects models are commonly employed for testing the efficacy of a treatment or to study the growth patterns of outcomes obtained repeatedly over time. In these models, a basic feature is the inclusion of random subject effects into the regression models to allow for the influence of subjects on their repeated observations. These random effects not only provide information on subject-specific responses over time but also capture the correlations between the repeated outcomes parsimoniously. The advantages and many applications of mixed-effects models are presented by several authors in the literature; for example, see [1–7] and the references therein.

Longitudinal studies often collect data on multiple outcomes simultaneously over the course of the repeated assessments. Although inferences can be derived by modeling the various outcomes separately, some of the special features of multiple outcomes can only be understood by using an analysis that synthesizes all the outcomes into one model. To do this, a class of models has been developed to jointly model the behavior of a sequence of longitudinal measurements or survival outcomes. Various joint models extend the modeling of association between and within outcomes using either a common set of latent
variables or by the generalized estimating equation approach to avoid specification of the full joint distribution. These models also allow evaluation of the effect of covariates on different types of responses while capturing the relationship between the responses of the clustered data. Verbeke and Davidian [8] provide a comprehensive review of joint modeling approaches for longitudinal data depending on the use of latent variables, type of outcomes, and structure of the data. For the joint analysis of longitudinal and survival outcomes, we refer to [8–11].

For multilevel continuous outcomes, a common assumption is that the error variance, which captures within-subjects (WS) variance, and the random-effects variance, which represents between-subjects (BS) variance, are homogeneous across subjects. However, there are several instances when the error variance is systematically related to explanatory variables or other characteristics of the subject. The idea of modeling the error variance in terms of explanatory variables has been presented in the statistical literature by Carroll and Ruppert [12]. Furthermore, examples of parametric models to capture heteroscedasticity can also be found in econometric work (see, for example, [13] and [14]). Cleveland et al. [15] proposed a general class of mixed-effects models that include both random location and random scale effects. In these models, the scale (error variance) of the measurements was allowed to change randomly with each unit of measurement in addition to the location (mean response) of the measurements.

Recently, Hedeker et al. [16] presented an approach to model the WS and BS variances as a function of explanatory variables for two-level continuous data. Here, two-level refers to the hierarchical levels of observations (level-1) that are nested within subjects (level-2). Li and Hedeker [17] extended this approach to three-level data (e.g., observations within days within subjects) while allowing covariates to influence the variances of each level using a log-linear representation. Oksana et al. [18] proposed a two-level bivariate mixed-effects location scale model that jointly models two outcomes and allows modeling of the BS and WS variances, as well as the BS and WS covariances of the outcomes. An essential contribution of these approaches is the inclusion of a random subject effect in the error variance model in order to further capture the heterogeneity in the errors at measurement level as well as allow for correlation between the random location and scale effects. These authors also provide complete details on how to obtain maximum-likelihood estimates of the parameters and their standard errors. On the basis of these ideas, Blood et al. [19] presented a method for estimating and testing the effect of explanatory variables on the variance of momentary behaviors in three-level dyadic ecological momentary assessments (EMA) data. Lee et al. [20] proposed a Kronecker product covariance structure for bivariate longitudinal ordinal data to capture the correlation between processes at a given time and the correlation within a process over time. For the serial correlation, they reparameterized the correlation matrix in terms of partial autocorrelations to obtain a general class of models than standard autoregressive correlation models. Recently, Zhang et al. [21] proposed a joint mean-variance correlation modeling approach for longitudinal studies by applying hyper-spherical coordinates that guaranteed positive definiteness of the correlation matrix and developed a regression approach to model the correlation matrix of the longitudinal measurements by exploiting this parametrization.

The aforementioned approaches of modeling heteroscedasticity at different levels have also been discussed within a Bayesian framework. Borscardin and Gelman [22] have presented a fully Bayesian approach, which automatically averages over the uncertainty in the model parameters. Browne [23] and Browne et al. [24] discussed models where the level-1 variance depends on predictor variables and contrast two maximum-likelihood methods using iterative generalized least squares with two Markov chain Monte Carlo (MCMC) methods based on adaptive hybrid versions of the Metropolis–Hastings sampling. Browne et al. [25] further described a methodology for splitting variance that is attributable to higher levels in multilevel binomial logistic models using a variance partition coefficient. Pourahmadi and Daniels [26] introduced a new class of models, termed dynamic conditionally linear mixed models, by decomposing the WS covariance matrix using Cholesky decomposition and allowing for the past responses to enter as covariates. Hoff and Niu [27] presented an approach to parametrize the covariance matrix of a multivariate response vector as a parsimonious quadratic function of explanatory variables and described parameter estimation using EM-algorithm and MCMC approximation via Gibbs sampling. Rast et al. [28] used the software BUGS/JAGS to model individual differences in level and change using the mixed-effects location scale model proposed by Hedeker et al. [16]. Congdon [29, Chapter 11] discussed the importance of modeling dependence of the random-effects variance and error variance on the explanatory variables in order to have a robust inference about the model parameters and potentially obtain a better fit.

It is clear that modeling heteroscedasticity leads to efficient estimation of the regression parameters and allows predictive inference to be more precise for some units and less for others in comparison with the models with homogeneous variance assumptions that yield the same precision for all the observations. In
this manuscript, we have generalized the approach presented in Hedeker et al. [16] and Li and Hedeker [17] to multivariate continuous outcomes by incorporating the random effects at both the location and scale levels within a Bayesian framework. In addition, we allow for complete correlation between the various random location and scale effects at different levels using a spherical transformation. We present the details of our approach following an example from an EMA study of mood and smoking in adolescents.

Our article is organized as follows: in Section 2, we present our motivating example. In Section 3, we discuss a Bayesian approach to model heterogeneity in the variance and covariance of multivariate continuous outcomes at the location and scale levels. We then present the model likelihood and the priors in Section 4. In Section 5, we present the results based on simulated data in order to understand the properties of the parameter estimates. In Section 6, we discuss the results of the analysis in our motivational example. Section 7 concludes with a discussion. Appendix A contains the conditionals required for the Gibbs sampling. We have also provided a WinBUGS 1.4 code for our proposed model as a part of the Supporting Information of this article.

2. Example

Intensive data collection procedures, such as EMA [30, 31], experience sampling [32–34], and diary methods [35], have been developed to record the momentary events and experiences of subjects in daily life [35]. Using these approaches, investigators can obtain in-the-moment information about mood, behavior, and other contextual factors as these measures can fluctuate significantly throughout a day. These methods allow researchers to answer behavioral research questions of an individual or the population of interest and help in reducing the recall bias. In EMA, a study participant is usually provided with a handheld computer that signals randomly throughout the day, prompting the participants to answer questions about their mood, behavior, and/or context.

The data used to illustrate our proposed mixed-effects location scale model for multivariate outcomes come from a longitudinal study of the natural history of smoking among adolescents. This study has been described elsewhere [36]. Briefly, the study used a multi-method approach to assess adolescents at multiple timepoints (baseline, 6, 9, 15, 24, and 33 months) through various data collection methods including self-report questionnaires, in-person interviews, family observations, psycho-physiological assessments, and week-long EMA sampling via hand-held palmtop computers. In this article, we will focus on the data from the baseline EMA collection only. The participants included in the study were either in 9th or 10th grade at baseline (50.7% 9th graders) who had smoked at least once during the past 12 months but had not yet smoked five or more cigarettes in a day. A total of 461 (55.1% female; 56.8% White; mean age = 15.7 years) participants completed the baseline assessment; 56.1% of them had smoked at least one cigarette in the past month, and 31% smoked weekly or more.

All participants carried hand-held computers for a data collection period of seven consecutive days. They were trained to respond to random prompts from the computers and also to self-initiate event recordings of smoking episodes. Here, we will focus only on the random prompts, which were initiated by the device approximately four times per day. Each random prompt was date-stamped and time-stamped. The device also recorded whether the interview was completed, missed, delayed, or disbanded. A total of 14,105 random prompts were obtained on 3642 days from 461 participants with an approximate average of 30 prompts per participant (range = 7 to 71). We will illustrate our approach using three outcome measures: subject’s negative affect (NA), social isolation (SI), and feeling tired and bored (TB). NA, SI, and TB consisted of the average of several mood items, which were rated on the scale from 1 to 10 (with 10 representing very high levels of specific attribute). Higher values of NA indicated higher negative mood, higher values of SI indicated high value for feeling socially isolated, and higher values of TB indicated high levels of feeling tired and bored.

For illustration, we include the covariates described in a previous analysis of these data [16]. Subject-level (level-3) covariates include Smoker (defined as presence of at least one smoking event during the EMA baseline data collection period, 1 = yes or 0 = no), PropSmk (an individual-level covariate that indicates the level of smoking, and it is defined as the number of smoking events over the total number of random prompts and smoking events), Gender (1 = male or 0 = female), Grade10 (1 = 10th or 0 = 9th grade), NovSeekC (a continuous measure of novelty seeking with higher values indicating more novelty seeking), and NegMoodRegC (a continuous measure with higher values indicating better negative mood regulation). Among these covariates, NovSeekC and NegMoodRegC are grand mean centered. As a day-level (level-2) covariate, we include WeekEnd (0 = weekday indicating Monday to...
Friday or 1 = weekend indicating Saturday and Sunday). At the prompt-level (level-1) covariate, we consider whether the subject was alone or accompanied by others (0 = not alone or 1 = alone) at the time of the random prompt. For this variable, we have created both BS and WS-WD (within subject within day) versions, AloneBS and AloneWS, using the decomposition $X_{ijk} = \bar{X}_i + (X_{ijk} - \bar{X}_i)$ (see [37] for details). Here, AloneBS = $\bar{X}_i$ is the proportion of random prompts in which a subject was alone, and AloneWS = $(X_{ijk} - \bar{X}_i)$ is the prompt-specific deviation from the proportion. Note that AloneBS is a subject-level covariate and AloneWS is a prompt-level covariate. For more details about the data, we refer to [16–18].

3. Bayesian mixed-effects location scale model for multivariate longitudinal outcomes

Our approach of constructing a joint model for multivariate longitudinal outcomes relies on a conditional independence assumption; that is, the outcome measurements within subject and between multiple measures are assumed to be independent conditional on the collection of random subject effects. In what follows, we describe the details of our model and discuss the interpretation of various parameters. Let us assume that for each outcome measure of interest $i = 1 \ldots M$, we have $j = 1 \ldots n$ subjects. We have further assumed that we have $l = 1 \ldots n_{jk}$ prompts (level-1 measurements) nested within $k = 1 \ldots n_j$ days (level-2 units). Therefore, we propose a three-level mixed-effects submodel for each outcome with the following specification

$$y_{ijkl} = x_{ijkl}^T \beta_i + \eta_{ij} + \pi_{ijk} + \epsilon_{ijkl},$$

$$\log \left( \sigma_{\epsilon_{ijkl}}^2 \right) = z_{ijkl}^T \alpha_i + \tau_{ij},$$

$$\log \left( \sigma_{\pi_{ijk}}^2 \right) = u_{ijk}^T \gamma_i,$$

$$\log \left( \sigma_{\eta_{ij}}^2 \right) = v_i^T \lambda_i.$$  

(1)

The vector $x_{ijkl}$ contains the covariates at various levels for the $i$th outcome, and the vector $\beta_i$ contains the $p_i \times 1$ fixed-effects corresponding to this set of covariates for this outcome. The random effects at the subject level ($\eta_{ij}$) and day level ($\pi_{ijk}$), respectively, for the $i$th outcome explain the heterogeneity at the mean level. The errors ($\epsilon_{ijkl}$), which explain the variability of the scale, are assumed to be normally distributed and independent of each other and the random effects at various levels, that is, $\epsilon_{ijkl} \sim N \left(0, \sigma_{\epsilon_{ijkl}}^2 \right)$. In addition to allowing for heteroscedasticity of random effects and errors, we have allowed for the inclusion of explanatory variables to the model for each of these variances by using a log-transformation. The vector $\alpha_i$ contains the $q_i \times 1$ fixed-effects parameters corresponding to the $z_{ijkl}$ covariates of the log-transformed error variance $\sigma_{\epsilon_{ijkl}}^2$. Similarly, the vector $\gamma_i$ contains the $r_i \times 1$ fixed-effects parameters corresponding to the $u_{ijk}$ covariates of the log-transformed variance of $\pi_{ijk}$, and the vector $\lambda_i$ contains the $s_i \times 1$ fixed-effects corresponding to the $v_{ij}$ covariates of the log-transformed variance of $\eta_{ij}$. We have also included random level-3 scale effect ($\tau_{ij}$) for the error variance component. In order to capture the correlations among $M$ multivariate outcomes, the random effects, $\pi_{ijk}$, at level-2 are assumed to be multivariate normally distributed as follows:

$$\begin{pmatrix} \pi_{ijk} \\ \pi_{2jk} \\ \vdots \\ \pi_{Mjk} \end{pmatrix} \sim N \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \begin{bmatrix} \sigma_{\pi_{1i}}^2 & \sigma_{\pi_{1i}\pi_{2i}} & \ldots & \sigma_{\pi_{1i}\pi_{M_i}} \\ \sigma_{\pi_{2i}\pi_{1i}} & \sigma_{\pi_{2i}}^2 & \ldots & \sigma_{\pi_{2i}\pi_{M_i}} \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_{\pi_{M_i}\pi_{1i}} & \sigma_{\pi_{M_i}\pi_{2i}} & \ldots & \sigma_{\pi_{M_i}\pi_{M_i}} \end{bmatrix}.$$  

(2)

and the random effects at both location ($\eta_{ij}$) and scale ($\tau_{ij}$) of level-3 are also assumed to follow a multivariate normal distribution as
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Therefore, the variance parameters \( \sigma^2_{\epsilon_{ijl}} \) are the variability within day (level-2) of individual (level-3) measurements. Similarly, the random-effect variances \( \sigma^2_{\eta_{ijkl}} \) of \( \pi_{ijkl} \) are the estimate of variability between level-2 units within level-3 measurements. The variance \( \sigma^2_{\eta_j} \) of \( \eta_j \) provides an estimate of variability between level-3 measurements.

We have used a spherical parametrization for the variance–covariance matrix of the random effects \( \pi_{ijkl} \) at level-2 and the variance–covariance matrix of the location \( (\eta_{ij}) \) and scale \( (\tau_{ij}) \) random effects at level-3, which easily accommodates modeling of variances in terms of covariates with the help of a separation strategy (for more details, see [38] and [39]). In addition, it allows for a simpler specification of diffuse priors for the correlation terms and remaining variances that are not dependent on the covariates. With respect to optimization, this re-parametrization ensures positive semi-definiteness of \( \Sigma \) by limiting the search within a positive semi-definite cone (see [40]). Pinheiro [41] has shown via an extensive simulation study that the spherical parametrization has the best combination of performance in terms of time and number of iterations. Further, it leads to simpler interpretations as compared with other parametrization such as the Cholesky and log-Cholesky techniques. Note that Zhang et al. [21] proposed a very similar spherical parametrization approach in order to guarantee positive definiteness of the correlation matrix of longitudinal outcomes. They have also provided extensive geometric interpretation of the correlations in terms of spherical parameters. However, one important limitation of this parametrization is that it does not ensure rotational invariance, and hence it is not possible to establish a priori invariance of priors for the correlations to the permutations of indices and ordering of the outcomes.

From the definition of separation strategy, we can rewrite the covariance matrix as a product of the correlation matrix \( (\mathbf{R}) \) and the diagonal matrix containing standard deviations \( (\mathbf{V}^{1/2}) \) in the following form:

\[
\Sigma = \mathbf{V}^{1/2} \mathbf{R} \mathbf{V}^{1/2}.
\]

Using the Cholesky decomposition, we can define \( \mathbf{R} = \mathbf{L}^T \mathbf{L} \). Here, \( \mathbf{L} \) is the upper-triangular matrix. The spherical coordinates of the first \( p \) elements of the \( p \)th column of \( \mathbf{L} \) are given by

\[
\begin{align*}
l_{p1} &= \cos \left( \delta_{p2} \right), \\
l_{p2} &= \sin \left( \delta_{p2} \right) \cos \left( \delta_{p3} \right), \\
&\vdots \\
l_{p, p-1} &= \sin \left( \delta_{p2} \right) \sin \left( \delta_{p3} \right) \ldots \cos \left( \delta_{pp} \right), \\
l_{p, p} &= \sin \left( \delta_{p2} \right) \sin \left( \delta_{p3} \right) \ldots \sin \left( \delta_{pp} \right).
\end{align*}
\]

The first element \( l_{11} \) is set to 1. The spherical angles \( \delta_{pr} \) are restricted to \((0, \pi)\) for uniqueness property. Therefore, the \((s, t)\) element of \( \mathbf{R} \) denoted by \( R_{st} \) is obtained as the inner product of \( s \)th column of \( \mathbf{L}^T \) with \( t \)th column of \( \mathbf{L} \).

In order to reduce the number of parameters, we have fixed the correlation between the multiple outcomes across subjects, that is, \( \rho_{\pi_{ijkl}} \) is held constant across subjects and fixed the variance of scale parameters, that is, \( \sigma^2_{\tau_{ij}} \) and \( \sigma_{\eta_{ijkl}} \) of \( \pi_{ijkl} \) to vary across subjects and fixed the variance of scale parameters, that is, \( \sigma^2_{\tau_{ij}} = \sigma^2_{\tau_{j0}} \) and covariation between location and scale parameters, \( \sigma_{\eta_{ij}} = \sigma_{\eta_{i0}} \) in their models. In order to simplify the specification of priors for the correlations obtained
using spherical parametrization and reduce number of parameters in the correlation matrices, we have fixed the variance of scale, that is, \( \sigma_{\tau}^2 = \sigma_{\tau(1)}^2 \) and the correlation parameters of the location and scale of each outcome, that is, \( \rho_{\mu,\tau} = \rho_{\mu(1)} \), and only allowed the variance of location \( \sigma_{\mu}^2 \) parameters to vary across subjects for all the outcomes of the model in Equation (1). The covariance between the random location and scale vary proportionally to the variance of location parameter across subjects by virtue of the well-defined relationship, \( \sigma_{\mu,\tau} = \rho_{\mu(1)} \sigma_{\mu} \). We have used this approach for the correlations and cross-correlations between the two location parameters, two scale parameters, or location and scale parameters of the two different outcomes. Hence, the covariances between multiple outcomes in our current model are influenced indirectly by the specific covariates through the relationships \( \sigma_{\mu,\tau} = \rho_{\mu(1)} \sigma_{\mu} \). The intra-class correlation in our approach can be estimated approximately using the average of variances over the subjects. Therefore, our approach is very flexible in accommodating various features of joint location and scale models while not being limited by any modeling restrictions.

In the next section, we will present the details of model likelihood and priors for the parameters of our model.

4. Model likelihood and priors

We denote the vector of \( M \) outcomes as \( y_{jkl} = (y_{1jkl}, y_{2jkl}, \ldots, y_{Mjkl})^T \) and the vector of fixed-effects for \( M \) outcomes as \( \beta = (\beta_1, \beta_2, \ldots, \beta_M)^T \), \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_M)^T \), \( \gamma = (\gamma_1, \gamma_2, \ldots, \gamma_M)^T \), and \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_M)^T \). Similarly, we denote the vector of random effects for \( M \) outcomes as \( \eta_i = (\eta_{1j}, \eta_{2j}, \ldots, \eta_{Mj})^T \), \( \tau_j = (\tau_{1j}, \tau_{2j}, \ldots, \tau_{Mj})^T \), and \( \pi_{jk} = (\pi_{1jk}, \pi_{2jk}, \ldots, \pi_{Mjk})^T \). Also, denote \( X_{jkl} = \Theta_{jkl}^M z_{jkl}, Z_{jkl} = \Theta_{jkl}^M z_{jkl}, U_{jkl} = \Theta_{jkl}^M u_{jkl}, \) and \( V_j = \Theta_{jkl}^M v_{ij} \). We use a log-normal distribution as the prior for the variance of the scale effects. Hence, define \( \log(\sigma_{\tau}^2) = \xi_j \) and \( \xi = (\xi_1, \xi_2, \ldots, \xi_M)^T \). Denote the vector of spherical angles for the variance–covariance matrix of location and scale parameters at level-3 by \( \omega \) and the vector of spherical angles for the variance–covariance matrix of the random effects \( \pi_{jk} \) at level-2 by \( \psi \). Finally, denote the vector of overall fixed-effects by \( \theta = (\beta, \alpha, \gamma, \lambda, \xi)^T \), the overall vector of random effects at level-2 and level-3 by \( \phi = (\eta_j, \tau_j, \pi_{jk})^T \), and the overall vector of spherical angles by \( \delta = (\omega, \psi)^T \).

Therefore, the joint posterior distribution for the vector of fixed-effects parameters, spherical parameters, and the random effects assuming ignorable missingness is as follows:

\[
p(\theta, \phi, \delta | y_{jkl}, X_{jkl}, Z_{jkl}, U_{jkl}, V_j) \propto \prod_{j=1}^n \prod_{k=1}^n \prod_{i=1}^{n_o} p(y_{jkl} | X_{jkl}, Z_{jkl}, \beta, \alpha, \eta_j, \tau_j, \pi_{jk}) \ p(\pi_{jk} | U_{jkl}, \gamma, \psi) \ p(\eta_j, \tau_j | V_j, \lambda, \xi, \omega) \times p(\beta) p(\alpha) p(\gamma) p(\lambda) p(\xi) p(\psi) p(\omega),
\]

where

\[
p(y_{jkl} | X_{jkl}, Z_{jkl}, \beta, \alpha, \eta_j, \tau_j, \pi_{jk}) = N\left(X_{jkl}^T \beta + \eta_j + \pi_{jk}, \text{Diag} \left( \exp \left( Z_{jkl}^T \alpha + \tau_j \right) \right) \right),
\]
\[
p(\pi_{jk} | U_{jkl}, \gamma, \psi) = N\left(0_{2M}, \Sigma \left( U_{jkl}, \gamma, \psi \right) \right),
\]
\[
p(\eta_j, \tau_j | V_j, \lambda, \xi, \omega) = N\left(0_{2M}, \Sigma \left( V_j, \lambda, \xi, \omega \right) \right).
\]

\[\Sigma(U_{jkl}, \gamma, \psi)\) and \(\Sigma(V_j, \lambda, \xi, \omega)\) are the corresponding variance–covariance matrices of the random effects at level-2 and random location and scale effects at level-3 as defined in Equations (2) and (3). They can be represented using the separation strategy described in Equations (4) and (5) along with the respective spherical angles \(\psi\) and \(\omega\) and the model definition in Equation (1) of log-transformed variance parameters as
We have assumed that the specification consistent with rest of the model. This choice also leads to scale invariant priors [38].

In our limited simulation study, we simulated data with bivariate outcomes using the following model:

\[ \begin{align*}
\Sigma(V_j, \lambda, \zeta, \omega) &= \left( \text{Diag} \left( \exp \left( V_j^T \lambda \right), \exp(\zeta) \right) \right)^\frac{1}{2} L(\omega)^T L(\omega) \left( \text{Diag} \left( \exp \left( V_j^T \lambda \right), \exp(\zeta) \right) \right)^\frac{1}{2}, \\
\Sigma(U_ik, \gamma, \psi) &= \left( \text{Diag} \left( \exp \left( U_ik^\gamma \right) \right) \right)^\frac{1}{2} L(\psi)^T L(\psi) \left( \text{Diag} \left( \exp \left( U_ik^\gamma \right) \right) \right)^\frac{1}{2},
\end{align*} \]

where the matrix \( L(\omega) \) and \( L(\psi) \) are the upper-triangular matrix as defined in Equation (5).

We have specified vague priors for the fixed-effects regression coefficients using normal distribution, that is, \( \beta \sim N(0, \sigma_\beta^2 I_q) \), \( \alpha \sim N(0, \sigma_\alpha^2 I_q) \), \( \gamma \sim N(0, \sigma_\gamma^2 I_q) \), and \( \lambda \sim N(0, \sigma_\lambda^2 I_q) \) with \( p = \sum_{i=1}^M P_i \), \( q = \sum_{i=1}^M q_i \), \( r = \sum_{i=1}^M r_i \), \( s = \sum_{i=1}^M s_i \), and \( \alpha_2 = \sigma_\alpha^2 = \sigma_\lambda^2 = 10^3 \). We have tried two diffuse priors for the variance of the scalar effects \( \tau_{ij}^2 \): gamma distribution for the inverse of variance with very small scale and shape parameters, that is, \( G(0.001, 0.001) \), and log-normal distribution with the variance \( (\sigma_\gamma^2)^2 \) of the order \( 10^3 \). In this manuscript, we present results based on log-normal priors in order to keep the specification consistent with rest of the model. This choice also leads to scale invariant priors [38]. We have also assumed that \( R \) and \( V \) are independent in our prior specification scheme and the priors for the spherical parameters are set to the uniform distribution over the interval between \( (0, \pi) \). Note that the spherical parametrization is not rotationally invariant.

In order to implement the Gibbs sampling approach for estimation (for more details, see the seminal papers such as [42–51]), we need to specify the conditional distributions for the fixed-effects, random effects, and spherical parameters. These conditional distributions are provided in the Appendix A.

We implemented our model using the WinBUGS 1.4 software [52] and R2WinBUGS package [53] in R 3.0.2 software. The model was run for 50,000 iterations with 20,000 iterations for burn-in followed by 30,000 samples for estimates using three parallel chains. We used thinning of 10 samples for our final model. The convergence of our model was monitored on the basis of MCMC chains, auto-correlations, cross-correlations, density plots, and the Raferty–Lewis diagnostic test.

In the next section, we present the results of simulated data in order to show the impact of the aforementioned prior specification scheme on the parameter estimates.

5. Simulation study

In this section, we demonstrate that the parameters estimated on the basis of prior specification using the separation strategy and the spherical parametrization have desirable properties although the prior specification is not invariant to the rotation of correlation parameters in terms of spherical parameters. In our limited simulation study, we simulated data with bivariate outcomes using the following model parameters and covariates:

- \( M = 2, n = 400, n_j = 5, \) and \( n_{jk} = 5 \) for all \( j \) and \( k \).
- The covariate vectors are set as \( x_{ij} = (1, X_1, X_2, X_3, X_4) \), \( z_{ijk} = (1, X_1, X_2, X_3, X_4) \), \( u_{ik} = (1, X_1, X_2, X_3, X_4) \), and \( v_{ij} = (1, X_1, X_2) \). \( X_1 \) and \( X_2 \) are level-3 covariates. \( X_1 \) is a binary variable taking value 1 with \( p = 0.5 \). \( X_2 \) is a normally distributed covariate with mean 0.5 and variance 0.04. \( X_3 \) is a normally distributed covariate at level-1 with mean 0.25 and variance of 0.01. \( X_4 \) is a binary variable at level-2 with success probability of 0.30.
- The fixed-effects are set as \( \beta_1 = (3.5, 0.30, 0.70, 0.15, -0.20)^T, \beta_2 = (2.5, 0.10, 0.125, 0.20, -0.10)^T, \alpha_1 = (0.30, 0.40, 0.50, 0.10, 0.10)^T, \alpha_2 = (0.15, 0.25, 0.25, 0.40, 0.05)^T, \gamma_1 = (0.00, 0.25, 0.65, -0.10)^T, \gamma_2 = (-1.25, 0.25, 0.25, 0.10)^T, \lambda_1 = (-0.10, 0.20, 0.90)^T, \lambda_2 = (-0.15, 0.45, 0.90)^T, \zeta_1 = -0.15, \) and \( \zeta_2 = 0.35 \).
- The correlation of the random location effects at level-2 is set to 0.50, and the correlation terms of the random location and scale effects at level-3 are chosen as \( \rho(\eta(12)) = 0.75, \rho(\eta(11)) = 0.50, \rho(\eta(12)) = 0.60, \rho(\eta(21)) = 0.30, \rho(\eta(22)) = 0.60, \) and \( \rho(\zeta(12)) = 0.65 \).

These parameters are chosen to be very similar to our current example. The posterior probabilities of the parameters estimated using the WinBUGS 1.4 software are presented in Figures 1–3. From the Figures, we note that the true parameters are always within in the 95% high density interval for these data with total sample size of 10,000 \( (n = 400, n_j = 5, \) and \( n_{jk} = 5 \) ) for each outcome. The posterior densities of fixed-effect parameters (Figures 1 and 2) are close to normal, and the mode of the distribution is also very close to the true parameters for all the covariates at level-1, level-2, and level-3. Similarly, the posterior densities of the correlation parameters (Figure 3) are also normally distributed; however, the
Figure 1. Plots of posterior densities along with 95% high density interval and true fixed-effects for first outcome of simulated data.

mode of all the correlation parameters are shifted leftward. This is because the uniform prior specification of the spherical parameters do not lead to uniform priors for the correlation as spherical parametrization is not rotationally invariant. The marginal density functions of the correlations are U-shaped with different densities on the edges and thickness in the middle in comparison with each other. From the inference standpoint, the true correlation parameter is contained within the 95% high density intervals, and this interval does not contain 0 for our simulated data with the given sample size.

Figure 4 contains the posterior densities of correlation parameters for the same dataset but after switching the indices of outcomes to understand the impact of permutation of indices. Comparing Figures 3 and 4, we see that the posterior densities and the mode of these posterior densities of correlations are very similar to each other. The mode of densities are still shifted leftward. Additionally, the posterior densities of fixed-effects parameters (not shown) for these two data with switched labels are almost identical. Hence, in our current simulated example, the permutation of indices does not seem to have impact on the final estimates of correlations for the given sample size and the correlation parameters. Note that we have only investigated the behavior of permutation of indices using one set of simulated data. Although
**Figure 2.** Plots of posterior densities along with 95% high density interval and true fixed-effects for second outcome of simulated data.

**Figure 3.** Plot of posterior densities along with 95% high density interval and true correlations of simulated data corresponding to first simulation run.
we have not encountered any problem with this approach for our simulated data, we believe that an additional simulation study with a larger number of outcomes and various combinations of parameters and sample sizes is needed to fully understand the behavior of permutation of indices on the final estimates of the correlation parameters using spherical parametrization.

We also refer to Barnard et al. [38] for further discussion on the issues relating to choice and impact of different prior specifications on spherical parametrization.

6. Results

For our current example, the outcomes \(y_{1jk}, y_{2jk}, \text{ and } y_{3jk}\) are the NA, SI, and TB, respectively, of subject \(j\) on day \(k\) for the occasion \(l\). Before considering the three-level model, we consider a simpler two-level model, by ignoring the nesting of occasions within days. Here we have

\[
y_{1jk} = x_{1jk}^T \beta_1 + \eta_{1j} + \epsilon_{1jk},
\]

\[
\log \left( \sigma^2_{\epsilon_{1j}} \right) = z_{1jk}^T \alpha_1 + \tau_{1j},
\]

\[
\log \left( \sigma^2_{\eta_{1j}} \right) = v_{1j}^T \lambda_1,
\]

\[
y_{2jk} = x_{2jk}^T \beta_2 + \eta_{2j} + \epsilon_{2jk},
\]

\[
\log \left( \sigma^2_{\epsilon_{2j}} \right) = z_{2jk}^T \alpha_2 + \tau_{2j},
\]

\[
\log \left( \sigma^2_{\eta_{2j}} \right) = v_{2j}^T \lambda_2,
\]

\[
y_{3jk} = x_{3jk}^T \beta_3 + \eta_{3j} + \epsilon_{3jk},
\]

\[
\log \left( \sigma^2_{\epsilon_{3j}} \right) = z_{3jk}^T \alpha_3 + \tau_{3j},
\]

\[
\log \left( \sigma^2_{\eta_{3j}} \right) = v_{3j}^T \lambda_3.
\]

As discussed in Section 3, we have allowed the variance of location (\(\sigma_{\eta_{ij}}^2\)) parameters to vary across subjects, but we have fixed the correlation parameters of the location and scale of each outcome (\(\rho_{\eta_{ij}}, \tau_{ij}\)). We have also fixed the variance of the scale parameter over subjects. Hence, we can write the variance–covariance of the random effects in Equation (3) explicitly as follows:
The three-level model taking the additional nesting of occasions within days for our current example can be written as

\[ Y_{ijkl} = x_{ijkl}^T \beta_1 + \eta_{ij} + \tau_{ij} + \epsilon_{ijkl}, \]

\[ \log(\sigma^2_{c_{jk}}) = z_{ij}^T \alpha_1 + \tau_{ij}, \]

\[ \log(\sigma^2_{\pi_{ik}}) = u_{ij}^T \gamma_1, \]

\[ \log(\sigma^2_{\eta_{ik}}) = v_{ij}^T \lambda_1, \]

\[ Y_{2jkl} = x_{2jkl}^T \beta_2 + \eta_{2j} + \tau_{2j} + \epsilon_{2jkl}, \]

\[ \log(\sigma^2_{c_{jk}}) = z_{2jkl}^T \alpha_2 + \tau_{2j}, \]

\[ \log(\sigma^2_{\pi_{ik}}) = u_{2jkl}^T \gamma_2, \]

\[ \log(\sigma^2_{\eta_{ik}}) = v_{2jkl}^T \lambda_2, \]

\[ Y_{3jkl} = x_{3jkl}^T \beta_3 + \eta_{3j} + \tau_{3j} + \epsilon_{3jkl}, \]

\[ \log(\sigma^2_{c_{jk}}) = z_{3jkl}^T \alpha_3 + \tau_{3j}, \]

\[ \log(\sigma^2_{\pi_{ik}}) = u_{3jkl}^T \gamma_3, \]

\[ \log(\sigma^2_{\eta_{ik}}) = v_{3jkl}^T \lambda_3, \]

the variance–covariance matrix of the random location effects at level-2 can be written as

\[
\begin{pmatrix}
\pi_{1jkl} \\
\pi_{2jkl} \\
\pi_{3jkl}
\end{pmatrix} \sim N
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\begin{pmatrix}
\sigma^2_{\pi_{1jkl}} & \rho_{\pi T(12)} \sigma_{\pi_{1jkl}} \sigma_{\pi_{2jkl}} & \rho_{\pi T(13)} \sigma_{\pi_{1jkl}} \sigma_{\pi_{3jkl}} \\
\rho_{\pi T(12)} \sigma_{\pi_{1jkl}} \sigma_{\pi_{2jkl}} & \sigma^2_{\pi_{2jkl}} & \rho_{\pi T(23)} \sigma_{\pi_{2jkl}} \sigma_{\pi_{3jkl}} \\
\rho_{\pi T(13)} \sigma_{\pi_{1jkl}} \sigma_{\pi_{3jkl}} & \rho_{\pi T(23)} \sigma_{\pi_{2jkl}} \sigma_{\pi_{3jkl}} & \sigma^2_{\pi_{3jkl}}
\end{pmatrix},
\] (8)

and the variance–covariance matrix of the random location and scale effects remains the same as before for the two-level model,

\[
\begin{pmatrix}
\eta_{ij} \\
\eta_{2j} \\
\eta_{3j} \\
\tau_{ij} \\
\tau_{2j} \\
\tau_{3j}
\end{pmatrix} \sim N
\begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix}
\begin{pmatrix}
\sigma^2_{\eta_{ij}} & \rho_{\eta T(12)} \sigma_{\eta_{ij}} \sigma_{\eta_{2j}} & \rho_{\eta T(13)} \sigma_{\eta_{ij}} \sigma_{\eta_{3j}} & \rho_{\eta T(12)} \sigma_{\eta_{ij}} \sigma_{\eta_{2j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} \\
\rho_{\eta T(12)} \sigma_{\eta_{ij}} \sigma_{\eta_{2j}} & \sigma^2_{\eta_{2j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} \\
\rho_{\eta T(13)} \sigma_{\eta_{ij}} \sigma_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \sigma^2_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} \\
\rho_{\eta T(12)} \sigma_{\eta_{ij}} \sigma_{\eta_{2j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \sigma^2_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} \\
\rho_{\eta T(12)} \sigma_{\eta_{ij}} \sigma_{\eta_{2j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \rho_{\eta T(23)} \sigma_{\eta_{2j}} \sigma_{\eta_{3j}} & \sigma^2_{\eta_{3j}}
\end{pmatrix},
\] (9)
### Table I. Two-level random scale and random location model for negative affect, social isolation, and tired and bored.

<table>
<thead>
<tr>
<th></th>
<th>Mean NA</th>
<th>Mean SI</th>
<th>Mean TB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>( \hat{\beta}_1 )</strong></td>
<td>3.215 (0.115) (2.994, 3.435)</td>
<td>2.267 (0.111) (2.090, 2.513)</td>
<td>5.033 (0.136) (4.775, 5.309)</td>
</tr>
<tr>
<td><strong>SE</strong></td>
<td>(0.115)</td>
<td>(0.111)</td>
<td>(0.136)</td>
</tr>
<tr>
<td><strong>95% CI</strong></td>
<td>(2.994, 3.435)</td>
<td>(2.090, 2.513)</td>
<td>(4.775, 5.309)</td>
</tr>
<tr>
<td><strong>( \hat{\alpha}_1 )</strong></td>
<td>0.712 (0.097) (0.541, 0.912)</td>
<td>0.166 (0.119) (0.070, 0.388)</td>
<td>1.072 (0.082) (0.920, 1.248)</td>
</tr>
<tr>
<td><strong>SE</strong></td>
<td>(0.097)</td>
<td>(0.119)</td>
<td>(0.082)</td>
</tr>
<tr>
<td><strong>95% CI</strong></td>
<td>(0.541, 0.912)</td>
<td>(0.070, 0.388)</td>
<td>(0.920, 1.248)</td>
</tr>
<tr>
<td><strong>Smoker</strong></td>
<td>0.456 (0.155) (0.102, 0.728)</td>
<td>0.310 (0.124) (0.030, 0.550)</td>
<td>0.291 (0.160) (−0.061, 0.583)</td>
</tr>
<tr>
<td><strong>PropSmk</strong></td>
<td>−0.969 (0.797) (−2.662, 0.790)</td>
<td>0.136 (0.763) (−1.502, 1.686)</td>
<td>−0.584 (0.819) (−2.161, 1.059)</td>
</tr>
<tr>
<td><strong>NovSeekC</strong></td>
<td>0.192 (0.072) (0.0523, 0.337)</td>
<td>0.143 (0.063) (0.023, 0.278)</td>
<td>0.461 (0.086) (0.298, 0.630)</td>
</tr>
<tr>
<td><strong>NegMoodRegC</strong></td>
<td>−0.684 (0.099) (−0.867, −0.490)</td>
<td>−0.545 (0.087) (−0.696, −0.369)</td>
<td>−0.591 (0.097) (−0.763, −0.388)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td>−0.293 (0.107) (−0.507, −0.090)</td>
<td>−0.011 (0.083) (−0.168, 0.150)</td>
<td>−0.467 (0.122) (−0.700, −0.226)</td>
</tr>
<tr>
<td><strong>Grade10</strong></td>
<td>0.174 (0.107) (−0.012, 0.374)</td>
<td>0.081 (0.100) (−0.103, 0.270)</td>
<td>0.052 (0.108) (−0.142, 0.298)</td>
</tr>
<tr>
<td><strong>AloneBS</strong></td>
<td>0.259 (0.211) (−0.099, 0.787)</td>
<td>0.306 (0.193) (−0.033, 0.729)</td>
<td>−0.196 (0.249) (−0.667, 0.280)</td>
</tr>
<tr>
<td><strong>AloneWS</strong></td>
<td>0.175 (0.021) (0.134, 0.217)</td>
<td>0.197 (0.016) (0.167, 0.228)</td>
<td>0.401 (0.030) (0.342, 0.460)</td>
</tr>
<tr>
<td><strong>WeekEnd</strong></td>
<td>−0.111 (0.020) (−0.152, −0.072)</td>
<td>−0.014 (0.012) (−0.038, 0.011)</td>
<td>−0.454 (0.030) (−0.513, −0.396)</td>
</tr>
<tr>
<td></td>
<td>BS NA</td>
<td>BS SI</td>
<td>BS TB</td>
</tr>
<tr>
<td>------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td></td>
<td>( \hat{\lambda}_1 )</td>
<td>( \hat{\lambda}_2 )</td>
<td>( \hat{\lambda}_3 )</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.306 (0.154)</td>
<td>-0.428 (0.169)</td>
<td>0.839 (0.192)</td>
</tr>
<tr>
<td>Smoker</td>
<td>0.186 (0.150)</td>
<td>0.507 (0.155)</td>
<td>-0.192 (0.173)</td>
</tr>
<tr>
<td>PropSmk</td>
<td>-0.830 (0.651)</td>
<td>-0.693 (0.717)</td>
<td>0.433 (0.805)</td>
</tr>
<tr>
<td>NovSeekC</td>
<td>-0.064 (0.084)</td>
<td>0.096 (0.090)</td>
<td>0.061 (0.100)</td>
</tr>
<tr>
<td>NegMoodRegC</td>
<td>-0.310 (0.089)</td>
<td>-0.479 (0.092)</td>
<td>-0.138 (0.112)</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.471 (0.111)</td>
<td>-0.339 (0.125)</td>
<td>-0.292 (0.138)</td>
</tr>
<tr>
<td>Grade10</td>
<td>0.023 (0.113)</td>
<td>0.003 (0.114)</td>
<td>-0.126 (0.133)</td>
</tr>
<tr>
<td>AloneBS</td>
<td>0.838 (0.233)</td>
<td>1.098 (0.277)</td>
<td>0.066 (0.304)</td>
</tr>
<tr>
<td>Scale variance</td>
<td>( \hat{\zeta} )</td>
<td>( \hat{\varphi}_{\tau(1)} )</td>
<td>( \hat{\varphi}_{\tau(1)} )</td>
</tr>
<tr>
<td></td>
<td>( \sigma^2_{\tau(1)} )</td>
<td>( \sigma^2_{\tau(2)} )</td>
<td>( \sigma^2_{\tau(3)} )</td>
</tr>
<tr>
<td></td>
<td>( \log(\sigma^2_{\tau(1)}) )</td>
<td>( \log(\sigma^2_{\tau(2)}) )</td>
<td>( \log(\sigma^2_{\tau(3)}) )</td>
</tr>
<tr>
<td></td>
<td>-0.196 (0.074)</td>
<td>0.369 (0.073)</td>
<td>-1.372 (0.085)</td>
</tr>
<tr>
<td>Correlations</td>
<td>( \hat{\rho} )</td>
<td>( \hat{\rho}_{\tau(1)} )</td>
<td>( \hat{\rho}_{\tau(1)} )</td>
</tr>
<tr>
<td></td>
<td>( \rho_{\tau(12)} )</td>
<td>( \rho_{\tau(13)} )</td>
<td>( \rho_{\tau(23)} )</td>
</tr>
<tr>
<td></td>
<td>0.852 (0.016)</td>
<td>0.700 (0.027)</td>
<td>0.482 (0.040)</td>
</tr>
<tr>
<td></td>
<td>0.482 (0.040)</td>
<td>0.593 (0.033)</td>
<td>0.336 (0.041)</td>
</tr>
<tr>
<td></td>
<td>-0.030 (0.055)</td>
<td>0.570 (0.034)</td>
<td>0.356 (0.041)</td>
</tr>
<tr>
<td></td>
<td>0.593 (0.033)</td>
<td>0.570 (0.034)</td>
<td>0.356 (0.041)</td>
</tr>
<tr>
<td></td>
<td>-0.030 (0.055)</td>
<td>0.570 (0.034)</td>
<td>0.356 (0.041)</td>
</tr>
<tr>
<td></td>
<td>0.570 (0.034)</td>
<td>0.570 (0.034)</td>
<td>0.356 (0.041)</td>
</tr>
<tr>
<td></td>
<td>-0.047 (0.053)</td>
<td>-0.047 (0.053)</td>
<td>-0.047 (0.053)</td>
</tr>
<tr>
<td></td>
<td>-0.047 (0.053)</td>
<td>-0.047 (0.053)</td>
<td>-0.047 (0.053)</td>
</tr>
<tr>
<td></td>
<td>0.350 (0.044)</td>
<td>0.424 (0.041)</td>
<td>0.065 (0.055)</td>
</tr>
<tr>
<td></td>
<td>0.424 (0.041)</td>
<td>0.424 (0.041)</td>
<td>0.065 (0.055)</td>
</tr>
<tr>
<td></td>
<td>0.065 (0.055)</td>
<td>0.065 (0.055)</td>
<td>0.065 (0.055)</td>
</tr>
<tr>
<td></td>
<td>0.679 (0.028)</td>
<td>0.597 (0.039)</td>
<td>0.385 (0.048)</td>
</tr>
<tr>
<td></td>
<td>0.679 (0.028)</td>
<td>0.597 (0.039)</td>
<td>0.385 (0.048)</td>
</tr>
<tr>
<td></td>
<td>0.597 (0.039)</td>
<td>0.597 (0.039)</td>
<td>0.385 (0.048)</td>
</tr>
<tr>
<td></td>
<td>0.385 (0.048)</td>
<td>0.385 (0.048)</td>
<td>0.385 (0.048)</td>
</tr>
</tbody>
</table>

95% CI
The results for the three-level model (accounting for the nesting of observations within days) are presented in Table II.

WinBUGS 1.4 software provides Deviance Information Criterion (DIC) based on the conditional likelihood. Spiegelhalter et al. [54], Ntzoufras [55, Chapter 11], and Lesaffre and Lawson [56, Chapter 10] have extensively discussed differences between conditional and marginal inference for hierarchical models to explain the importance of DIC based on the conditional likelihood for the model comparison. However, Trevisani and Gelfand [57] have shown that, a posteriori, the first-stage likelihood is expected to be bigger than the marginal likelihood for any given model and discussed the impact of this relationship on model comparison. Celeux et al. [58] have further investigated the problem with DIC based on the conditional likelihood for the latent variable models and have discussed various alternatives. Computing DIC using the marginal likelihood entails computing the marginal likelihood, which necessitates the conditional likelihood for the latent variable models and have discussed various alternatives. Computing DIC using the marginal likelihood entails computing the marginal likelihood, which necessitates additional sampling of parameters and random effects at the posterior ordinates [59, 60]. There are other methods in the literature that rely on samples from prior, posterior, or proposal distribution, but these estimates are not stable and can have infinite variance. The approaches presented by Chib [59] and Chib and Jeliazkov [60] are not readily available in WinBUGS 1.4 software. Li et al. [61] have proposed Robust DIC (RDIC), which is the first-order approximation for DIC based on marginal likelihood. The expression for RDIC is as follows:

$$RDIC = D(\hat{\theta}) + 2tr (I(\hat{\theta})V(\hat{\theta})), \quad (10)$$

where $D(\hat{\theta}) = -2 \ln p(y | \hat{\theta})$ is defined in terms of log of marginal likelihood after integrating out the random effects with the parameters set to the posterior mode ($\hat{\theta}$), $V(\hat{\theta}) = E[(\theta - \hat{\theta})'(\theta - \hat{\theta}) | y]$ is the posterior variance of the parameters, and $I(\hat{\theta})$ is the Fisher information matrix (FIM) based on observed data again after integrating out the random effects. We implemented an approximate procedure to calculate RDIC in R software version 3.1.0 using Gaussian quadratures (GQ) with five quadrature points for each random effect. Note that for the two-level model we have six random effects and for the three-level model we have nine random effects. Additionally, the computation and memory requirements are huge even with just five quadrature points for the model with random effects $> 5$. An alternative approach based on the EM algorithm for computing term 1 in Equation (10) is discussed by Li et al. [61]; however, this approach also requires additional sampling of random effects at the posterior ordinates of parameters. Hence, we have used the same level of accuracy by restricting to five quadrature points for both the two-level and three-level models. We computed the FIM in the expression of RDIC using the samples from posterior distribution of random effects. The derivatives of the log of marginal likelihood with respect to each parameter were approximated using finite difference methods as GQ is not a practical approach for computing FIM based on observed likelihood. For the two-level models, we obtained an approximate value of $RDIC = 353,462$ for the model containing no covariates, whereas for the model that included all the covariates in the model, we obtained $RDIC = 328,483$. Similarly, in the case of the three-level models, we obtained $RDIC = 365,212$ for the model without any covariates and $RDIC = 338,675$ for the model with all the covariates. Clearly, the covariates in both the two-level and three-level models respectively improved the overall fit. This example is only constructed for illustration; hence, we have not carefully selected the fixed-effects parameters in both the models.

Comparing the two-level and three-level models in Tables I and II, respectively, we note that the fixed-effects parameter estimates are very similar across the two models, but the three-level model also allows covariates to characterize the within-subject within-day (WS-WD) and within-subject between-day (WS-BD) variability. Furthermore, the additional random effects at level-2 allow us to describe the correlations between the multiple outcomes at the day level ($\rho_{E(1)2}$, $\rho_{E(1)3}$, and $\rho_{E(2)3}$), while the variance–covariance matrix of random location and scale captures the relationships between these outcomes at the subject level. Therefore, the three-level model clearly takes into account the additional nesting of observations and hence correctly captures the correlations within and between observations.

Inspecting the results in Table II, we find that being alone (AloneWS) at the time of signal has a negative effect on the scales of NA, SI, and TB, while having better negative mood regulation (NegMoodRegC) has a beneficial mood effect (lower NA, SI, and TB means) in terms of mean levels. The corresponding AloneWS estimates are 0.166 (0.021), 0.202 (0.016), and 0.339 (0.028) for NA, SI, and TB, respectively. Similarly, the NegMoodRegC estimates are $-0.717 (0.057)$, $-0.558 (0.057)$, and $-0.615 (0.073)$ for NA, SI, and TB, respectively. Being a loner (AloneBS, with an estimate of 0.707 (0.188)) also has a negative effect on the scale for NA. Weekend has beneficial mood effect on NA ($-0.190 (0.037)$) and SI ($-0.485 (0.040)$) means. Smokers have worse mood (higher NA mean, with an estimate of 0.300 (0.118)) in comparison with nonsmokers, while men have significantly better mood (lower NA and TB means, with
<table>
<thead>
<tr>
<th></th>
<th>Mean NA</th>
<th></th>
<th>Mean SI</th>
<th></th>
<th>Mean TB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\beta}_1 )</td>
<td>SE</td>
<td>95% CI</td>
<td>( \hat{\beta}_2 )</td>
<td>SE</td>
</tr>
<tr>
<td>Interception</td>
<td>3.198</td>
<td>(0.132)</td>
<td>(2.938, 3.422)</td>
<td>2.657</td>
<td>(0.078)</td>
</tr>
<tr>
<td>Smoker</td>
<td>0.300</td>
<td>(0.118)</td>
<td>(0.044, 0.525)</td>
<td>0.095</td>
<td>(0.113)</td>
</tr>
<tr>
<td>PropSmk</td>
<td>-0.975</td>
<td>(0.423)</td>
<td>(-1.833, -0.191)</td>
<td>0.060</td>
<td>(0.448)</td>
</tr>
<tr>
<td>NovSeekC</td>
<td>0.223</td>
<td>(0.060)</td>
<td>(0.096, 0.329)</td>
<td>0.183</td>
<td>(0.050)</td>
</tr>
<tr>
<td>NegMoodRegC</td>
<td>-0.717</td>
<td>(0.057)</td>
<td>(-0.828, -0.606)</td>
<td>-0.558</td>
<td>(0.057)</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.364</td>
<td>(0.086)</td>
<td>(-0.527, -0.209)</td>
<td>-0.120</td>
<td>(0.068)</td>
</tr>
<tr>
<td>Grade10</td>
<td>0.035</td>
<td>(0.114)</td>
<td>(-0.181, 0.207)</td>
<td>-0.155</td>
<td>(0.058)</td>
</tr>
<tr>
<td>AloneBS</td>
<td>0.707</td>
<td>(0.188)</td>
<td>(0.417, 1.098)</td>
<td>0.128</td>
<td>(0.100)</td>
</tr>
<tr>
<td>AloneWS</td>
<td>0.166</td>
<td>(0.021)</td>
<td>(0.127, 0.207)</td>
<td>0.202</td>
<td>(0.016)</td>
</tr>
<tr>
<td>WeekEnd</td>
<td>-0.190</td>
<td>(0.037)</td>
<td>(-0.260, -0.116)</td>
<td>-0.016</td>
<td>(0.025)</td>
</tr>
</tbody>
</table>
Table II. Continue.

<table>
<thead>
<tr>
<th></th>
<th>WS-BD NA</th>
<th></th>
<th>WS-BD SI</th>
<th></th>
<th>WS-BD TB</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\gamma}_1 ) SE 95% CI</td>
<td>( \hat{\gamma}_2 ) SE 95% CI</td>
<td>( \hat{\lambda}_1 ) SE 95% CI</td>
<td>( \hat{\lambda}_2 ) SE 95% CI</td>
<td>( \hat{\lambda}_3 ) SE 95% CI</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.003 (0.249) (-0.353, 0.631)</td>
<td>-1.383 (0.283) (-1.806, -0.615)</td>
<td>0.198 (0.182) (-0.162, 0.547)</td>
<td>-0.158 (0.188) (-0.534, 0.207)</td>
<td>-0.292 (0.176) (-0.594, 0.066)</td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>0.237 (0.116) (0.016, 0.426)</td>
<td>0.245 (0.155) (-0.009, 0.606)</td>
<td>-1.259 (0.566) (-2.235, -0.285)</td>
<td>-0.814 (0.638) (-2.162, 0.449)</td>
<td>0.191 (0.138) (-0.054, 0.484)</td>
<td></td>
</tr>
<tr>
<td>PropSmk</td>
<td>-1.259 (0.566) (-2.220, -0.040)</td>
<td>-1.823 (0.834) (-3.643, -0.358)</td>
<td>-0.521 (0.075) (-0.653, -0.362)</td>
<td>-0.746 (0.116) (-0.965, -0.519)</td>
<td>-1.166 (0.737) (-2.722, 0.197)</td>
<td></td>
</tr>
<tr>
<td>NovSeekC</td>
<td>0.225 (0.080) (0.071, 0.377)</td>
<td>0.011 (0.101) (-0.196, 0.217)</td>
<td>-0.327 (0.126) (-0.546, -0.082)</td>
<td>-0.126 (0.130) (-0.398, 0.107)</td>
<td>0.036 (0.082) (-0.127, 0.197)</td>
<td></td>
</tr>
<tr>
<td>NegMoodRegC</td>
<td>-0.521 (0.075) (-0.653, -0.362)</td>
<td>-0.746 (0.116) (-0.965, -0.519)</td>
<td>0.011 (0.101) (-0.196, 0.217)</td>
<td>-0.126 (0.130) (-0.398, 0.107)</td>
<td>0.036 (0.082) (-0.127, 0.197)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>-0.327 (0.126) (-0.546, -0.082)</td>
<td>-0.126 (0.130) (-0.398, 0.107)</td>
<td>-0.521 (0.075) (-0.653, -0.362)</td>
<td>-0.746 (0.116) (-0.965, -0.519)</td>
<td>-0.164 (0.085) (-0.331, 0.001)</td>
<td></td>
</tr>
<tr>
<td>Grade10</td>
<td>-0.114 (0.116) (-0.392, 0.078)</td>
<td>-0.335 (0.108) (-0.565, -0.149)</td>
<td>-0.114 (0.116) (-0.392, 0.078)</td>
<td>-0.335 (0.108) (-0.565, -0.149)</td>
<td>-0.110 (0.121) (-0.328, 0.126)</td>
<td></td>
</tr>
<tr>
<td>AloneBS</td>
<td>-0.642 (0.317) (-1.485, -0.204)</td>
<td>0.265 (0.468) (-0.730, 1.105)</td>
<td>-0.088 (0.109) (-0.332, 0.108)</td>
<td>0.057 (0.151) (-0.312, 0.304)</td>
<td>-0.280 (0.288) (-0.869, 0.244)</td>
<td></td>
</tr>
<tr>
<td>Weekend</td>
<td>-0.088 (0.109) (-0.332, 0.108)</td>
<td>0.057 (0.151) (-0.312, 0.304)</td>
<td>-0.088 (0.109) (-0.332, 0.108)</td>
<td>0.057 (0.151) (-0.312, 0.304)</td>
<td>-0.226 (0.147) (-0.520, 0.053)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>BS NA</th>
<th></th>
<th>BS SI</th>
<th></th>
<th>BS TB</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\lambda}_1 ) SE 95% CI</td>
<td>( \hat{\lambda}_2 ) SE 95% CI</td>
<td>( \hat{\lambda}_3 ) SE 95% CI</td>
<td>( \hat{\lambda}_1 ) SE 95% CI</td>
<td>( \hat{\lambda}_2 ) SE 95% CI</td>
<td>( \hat{\lambda}_3 ) SE 95% CI</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.198 (0.182) (-0.162, 0.547)</td>
<td>-0.158 (0.188) (-0.534, 0.207)</td>
<td>0.198 (0.182) (-0.162, 0.547)</td>
<td>-0.158 (0.188) (-0.534, 0.207)</td>
<td>0.755 (0.192) (0.400, 1.145)</td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>0.210 (0.148) (-0.062, 0.492)</td>
<td>0.453 (0.152) (0.130, 0.732)</td>
<td>0.210 (0.148) (-0.062, 0.492)</td>
<td>0.453 (0.152) (0.130, 0.732)</td>
<td>-0.139 (0.171) (-0.473, 0.195)</td>
<td></td>
</tr>
<tr>
<td>PropSmk</td>
<td>-1.002 (0.650) (-2.235, 0.285)</td>
<td>-0.814 (0.638) (-2.162, 0.449)</td>
<td>-1.002 (0.650) (-2.235, 0.285)</td>
<td>-0.814 (0.638) (-2.162, 0.449)</td>
<td>0.117 (0.766) (-1.335, 1.598)</td>
<td></td>
</tr>
<tr>
<td>NovSeekC</td>
<td>-0.092 (0.090) (-0.273, 0.088)</td>
<td>0.094 (0.085) (-0.080, 0.253)</td>
<td>-0.092 (0.090) (-0.273, 0.088)</td>
<td>0.094 (0.085) (-0.080, 0.253)</td>
<td>0.075 (0.105) (-0.137, 0.283)</td>
<td></td>
</tr>
<tr>
<td>NegMoodRegC</td>
<td>-0.290 (0.089) (-0.464, -0.119)</td>
<td>-0.399 (0.095) (-0.588, -0.213)</td>
<td>-0.290 (0.089) (-0.464, -0.119)</td>
<td>-0.399 (0.095) (-0.588, -0.213)</td>
<td>-0.166 (0.114) (-0.389, 0.065)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>-0.444 (0.117) (-0.687, -0.219)</td>
<td>-0.445 (0.125) (-0.697, -0.211)</td>
<td>-0.444 (0.117) (-0.687, -0.219)</td>
<td>-0.445 (0.125) (-0.697, -0.211)</td>
<td>-0.276 (0.139) (-0.550, -0.008)</td>
<td></td>
</tr>
<tr>
<td>Grade10</td>
<td>-0.027 (0.108) (-0.233, 0.195)</td>
<td>-0.123 (0.111) (-0.337, 0.096)</td>
<td>-0.027 (0.108) (-0.233, 0.195)</td>
<td>-0.123 (0.111) (-0.337, 0.096)</td>
<td>-0.129 (0.135) (-0.403, 0.136)</td>
<td></td>
</tr>
<tr>
<td>AloneBS</td>
<td>0.932 (0.272) (0.416, 1.528)</td>
<td>0.920 (0.268) (0.430, 1.509)</td>
<td>0.932 (0.272) (0.416, 1.528)</td>
<td>0.920 (0.268) (0.430, 1.509)</td>
<td>0.088 (0.308) (-0.534, 0.666)</td>
<td></td>
</tr>
</tbody>
</table>
estimates of $-0.120$ (0.068) and $-0.535$ (0.097)) compared with women. Novelty seeking is also found to have a negative effect on the NA (0.223 (0.060)), SI (0.183 (0.050)), and TB (0.503 (0.076)) scales, that is, subjects who have higher novelty seeking scores also tend to have higher NA, SI, and TB mean levels. Finally, higher grade (Grade10, with an estimate of $-0.155$ (0.058)) also shows improvement in SI mean level.

In terms of BS variation, men have less subject-to-subject mood variation (for NA, SI, and TB, with estimates of $-0.444$ (0.117), $-0.445$ (0.125), and $-0.276$ (0.139)) and behave more homogeneously, while loners (AloneBS) exhibit more variation in NA and SI means (with corresponding estimates of 0.932 (0.272) and 0.920 (0.268)). Subjects who have greater negative mood regulation have less variation in NA ($-0.290$ (0.089)) and SI ($-0.399$ (0.095)) means. Finally, smokers have higher variation in SI means (0.453 (0.152)).

For WS-BD variation, smoking results in more variation in NA (0.237 (0.116)) and SI (0.245 (0.155)) means, but this variation tends to be more homogenous for subjects with a high level of smoking (i.e., PropSmk estimates for NA and SI are $-1.259$ (0.566) and $-1.823$ (0.834), respectively). Subjects with negative mood regulation vary less and are more consistent in NA ($-0.521$ (0.075)), SI ($-0.746$ (0.116)), and TB ($-0.164$ (0.084)) variability. Again, novelty seekers have high variability in NA (0.225 (0.080)), while being a loner (AloneBS) decreases NA variability ($-0.642$ (0.109)). Finally, men ($-0.327$ (0.126)) tend to have lower WS-BD variability in comparison with women, and higher grade subjects tend to have lower SI ($-0.335$ (0.108)) variability.

For both NA and SI, the WS-WD variation is less for men ($-0.370$ (0.102) and $-0.224$ (0.118)) and negative mood regulators ($-0.185$ (0.067) and $-0.472$ (0.079)). As before, novelty seekers show a high variability in WS-WD for all the outcomes (NA, SI, and TB with corresponding estimates as 0.189 (0.067), 0.185 (0.072), and 0.154(0.045), respectively). Additionally, among smokers, higher smoking level is associated with less variability in NA ($-1.356$ (0.478)), but smoking itself increases this variability in NA (0.402 (0.107)). Subjects tend to have lower WS-WD TB variability on weekends ($-0.093$ (0.032)). Higher grade subjects tend to have lower SI ($-0.198$ (0.105)) WS-WD variability. Finally, being alone (AloneWS) showed increased WS-WD variation of NA and SI means but decreased WS-WD variation for TB means (0.062 (0.031), 0.417 (0.031) and $-0.229$ (0.030), respectively).

The random scale variance for NA, SI, and TB are estimated to be $\exp(-0.172) = 0.842$, $\exp(0.369) = 1.446$, and $\exp(-1.259) = 0.284$, respectively. This suggests that error variance varies across individuals, above and beyond the contribution of the many covariates.
Regarding the correlations between random location and scale parameters at level-3, we obtain the positive correlation estimates of 0.441 (0.043) between NA location and NA scale and 0.590 (0.034) between NA location and SI scale. This shows that subjects with higher NA mean (worse mood) fluctuate more in both NA and SI responses. Similarly, we obtain positive correlation estimates of 0.278 (0.044) between SI location and NA scale and 0.678 (0.028) between SI location and SI scale. These correlation estimates indicate that subjects with higher SI mean (better mood) vary more across prompts in both their NA and SI responses. We also obtain the positive correlation estimates of 0.333 (0.046) between TB location and NA scale and 0.678 (0.028) between TB location and SI scale. Alternatively, the positive correlation estimates between location and scale of these outcomes might also suggest a floor effect of measurements.

The significant positive correlation estimates of 0.825 (0.021), 0.685 (0.029), and 0.540 (0.037) between the scales of NA and SI, SI and TB, and NA and TB, respectively, suggest that subjects share a three-way consistent relationship in the variation of NA, SI, and TB. Subjects who have more variation in their NA response also have more variation in their SI and TB responses; subjects who have more variation in their SI response also have more variation in their TB and NA responses and so forth.

The significant positive correlation estimate of 0.653 (0.030) between NA location and SI location suggests that subjects with higher NA mean also have higher SI mean. Similarly, the positive correlation estimate of 0.609 (0.039) between NA location and TB location indicates that subjects with higher NA means also have higher TB means. Finally, the positive correlation of 0.390 (0.048) between SI location and TB location implies that subjects with higher SI means also have higher TB means and vice versa.

The correlations between the random location effects at level-2 between NA, SI, and TB are also highly significant. The estimated correlation between the NA and SI, SI and TB, and NA and TB at level-2 are 0.962 (0.010), 0.805 (0.020), and 0.747 (0.022), respectively, which is consistent with our findings at level-3. Subjects with higher NA mean levels also have higher SI and higher TB mean levels.

In summary, the proposed joint model for the NA, SI, and TB allows us to make inference about the multiple outcomes accounting for variability and correlations at both the location and scale levels. Although not presented, separate models for NA, SI, and TB yielded parameter estimates that were very similar to the joint models. However, the difference between the two is that the 95% CIs were, in general, much smaller for the joint model in comparison with CIs of the separate model for each outcome. Furthermore, the separate models do not allow any inference on how the outcomes behave jointly.

7. Discussion

In this manuscript we have generalized the approach of jointly modeling the multivariate continuous outcomes by inclusion of both random location and scale effects within a Bayesian framework. We have further allowed covariates to explain heterogeneity at various levels in the model. We have used the separation strategy and spherical parametrization for the variances and covariances associated with the location and scale random effects to simplify the specification of vague priors. We have let the variances of the location term and the covariances within and between location and scale terms of the multivariate outcomes to vary across subjects. The method presented in this manuscript can also be generalized for other types of outcomes with the help of appropriate link functions and specification of distribution within exponential family as routinely performed in case of generalized linear mixed-effects models. From the numerical stability standpoint and in order to avoid ill-defined matrices for variance–covariance of random effects, it is necessary to have all multivariate outcomes to be within the same reasonable scale range. Hence, as a first step, we recommend transforming the outcomes using simple shifting and scaling before specifying a joint model for the multivariate outcomes. As a cautionary note, we do not recommend our approach of prior elicitation in case the primary interest lies in modeling the correlations between multivariate outcomes in terms of covariates. In general, the joint modeling reveals the relationship between the multiple outcomes in terms of the covariates while accounting for the correlations. This leads to efficient inference and provides summaries that are relevant to research questions that may otherwise be left unanswered.
Appendix A. Conditional distribution of fixed-effects parameters, random effects, and spherical parameters

A.1. Conditional distribution of fixed-effects parameters

The conditional distribution of $\beta$ can be derived from the product of two normal distributions,

$$
p(\beta|y_{jkl}, X_{jkl}, Z_{jkl}, \alpha, \eta, \tau_j, \pi_{jk})
= N\left(\Sigma_1 \sum_{j=1}^{n} \sum_{k=1}^{n_j} \sum_{l=1}^{n_k} X_{jkl} \Sigma(\alpha, \tau_j)^{-1}(y_{jkl} - \eta_j - \pi_{jk}), \Sigma_1\right),
$$

where $\Sigma_1 = \left(\sum_{j=1}^{n} \sum_{k=1}^{n_j} \sum_{l=1}^{n_k} X_{jkl} \Sigma(\alpha, \tau_j)^{-1}X_{jkl}^T + \left(\sigma_{\eta_j}^2 I_p\right)^{-1}\right)^{-1}$, and $\Sigma(\alpha, \tau_j) = Diag\left(\exp\left(Z_{jkl}^T \alpha + \tau_j\right)\right)$.

The conditional distribution of $\alpha$ up to a proportionality constant can be written as

$$
p(\alpha|y_{jkl}, X_{jkl}, Z_{jkl}, \beta, \eta_j, \tau_j, \pi_{jk}) \propto \prod_{j=1}^{n} \prod_{k=1}^{n_j} \prod_{l=1}^{n_k} \left|\Sigma(\alpha, \tau_j)^{-1}\right|^{-\frac{1}{2}} \exp\left(-\frac{1}{2} tr\left(T_1 + \left(\sigma_{\eta_j}^2 I_q\right)^{-1}\alpha\alpha^T\right)\right),
$$

where $T_1 = \Sigma(\alpha, \tau_j)^{-1}(y_{jkl} - X_{jkl}^T \beta - \eta_j - \pi_{jk}) (y_{jkl} - X_{jkl}^T \beta - \eta_j - \pi_{jk})^T$.

Similarly, the conditional distribution of $\gamma$ can be derived as

$$
p(\gamma|\pi_{jk}, U_{jkl}, \psi) \propto \prod_{j=1}^{n} \prod_{k=1}^{n_j} \left|\Sigma(U_{jkl}, \gamma, \psi)^{-1}\right|^{-\frac{1}{2}} \exp\left(-\frac{1}{2} tr\left(\Sigma(U_{jkl}, \gamma, \psi)^{-1}\pi_{jk}\pi_{jk}^T + \left(\sigma_{\eta_j}^2 I_r\right)^{-1}\gamma\gamma^T\right)\right).
$$

Finally, the conditional distributions of $\lambda$ and $\xi$ up to a proportionality constant also appear to be very similar,

$$
p(\lambda|\eta_j, \tau_j, V_j, \zeta, \omega) \propto \prod_{j=1}^{n} \left|\Sigma(V_j, \lambda, \zeta, \omega)^{-1}\right|^{-\frac{1}{2}} \exp\left(-\frac{1}{2} tr\left(\Sigma(V_j, \lambda, \zeta, \omega)^{-1}\eta_j^T, \tau_j^T\right)\left(\eta_j^T, \tau_j^T\right)^T + tr\left(\left(\sigma_{\eta_j}^2 I_s\right)^{-1}\lambda\lambda^T\right)\right),
$$

$$
p(\xi|\eta_j, \tau_j, V_j, \lambda, \omega) \propto \prod_{j=1}^{n} \left|\Sigma(V_j, \lambda, \zeta, \omega)^{-1}\right|^{-\frac{1}{2}} \exp\left(-\frac{1}{2} tr\left(\Sigma(V_j, \lambda, \zeta, \omega)^{-1}\eta_j^T, \tau_j^T\right)\left(\eta_j^T, \tau_j^T\right)^T + tr\left(\left(\sigma_{\eta_j}^2 I_m\right)^{-1}\xi\xi^T\right)\right),
$$

where $\Sigma(U_{jkl}, \gamma, \psi)$ and $\Sigma(V_j, \lambda, \zeta, \omega)$ are defined in Equation (6).

A.2. Conditional distribution of the random effects

The conditional distribution of the random effect $\pi_{jk}$ can be also derived from the product of two normal distributions,
\[ p(\pi_{jk}|X_{jkl}, Z_{jk}, \mathbf{U}_{jk}, \mathbf{y}_{jkl}, \eta_j, \tau_j, \beta, \alpha, \gamma, \psi) = N \left( \Sigma_2 \sum_{i=1}^{n_j} \Sigma \left( \alpha, \tau_j \right)^{-1} (y_{jkl} - X_{jkl}^T \beta - \eta_j), \Sigma_2 \right) \],

where

\[
\Sigma_2 = \left( \sum_{i=1}^{n_j} \Sigma \left( \alpha, \tau_j \right)^{-1} + \left( \Sigma \left( \mathbf{U}_{jk}, \gamma, \psi \right) \right)^{-1} \right)^{-1},
\]

and as before \( \Sigma \left( \alpha, \tau_j \right) = \text{Diag} \left( \exp \left( Z_{jk}^T \alpha + \tau_j \right) \right) \).

The variance–covariance matrix of random location and scale effects \( \Sigma(V, \lambda, \zeta, \omega) \) can be further represented in terms of sub-matrices as \( \left( \Sigma_{\eta}, \Sigma_{\eta \tau}, \Sigma_{\tau} \right) \). Note that the sub-matrices \( \Sigma_{\eta}, \Sigma_{\eta \tau}, \Sigma_{\tau} \) and \( \Sigma_{\tau} \) are functions of their respective parameters \( \lambda, \omega, \) and \( \zeta \). Hence, the conditional distribution of the random effect \( \eta_j \) can be written as

\[
p(\eta_j|X_{jkl}, Z_{jk}, \mathbf{V}_{jk}, \mathbf{y}_{jkl}, \pi_{jk}, \tau_j, \beta, \alpha, \lambda, \omega, \zeta) \propto N \left( \Sigma_3 \sum_{k=1}^{n_j} \sum_{l=1}^{n_{jk}} \Sigma \left( \alpha, \tau_j \right)^{-1} (y_{jkl} - X_{jkl}^T \beta - \pi_{jk}), \Sigma_3 \right)^{-1},
\]

where

\[
\Sigma_3 = \left( \sum_{k=1}^{n_j} \sum_{l=1}^{n_{jk}} \Sigma \left( \alpha, \tau_j \right)^{-1} \right)^{-1}
\]

and \( \Sigma_{\eta \tau} = \Sigma_{\eta} - \Sigma_{\eta \tau} \Sigma_{\tau}^{-1} \Sigma_{\tau} \).

and the conditional distribution of the random effect \( \tau_j \) up to a proportionality constant can be derived as

\[
p(\tau_j|X_{jkl}, Z_{jk}, \mathbf{V}_{jk}, \mathbf{y}_{jkl}, \pi_{jk}, \eta_j, \beta, \alpha, \lambda, \omega, \zeta) \propto \prod_{k=1}^{n_j} \prod_{l=1}^{n_{jk}} \left( \Sigma \left( \alpha, \tau_j \right) \right)^{-\frac{1}{2}} \left( \Sigma_{\tau \eta} \right)^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \text{tr} \left( T_1 + \Sigma_{\tau \eta}^{-1} \left( \tau_j - \Sigma_{\tau \eta} \Sigma_{\tau}^{-1} \eta_j \right) \left( \tau_j - \Sigma_{\tau \eta} \Sigma_{\tau}^{-1} \eta_j \right)^T \right) \right),
\]

where

\[
T_1 = \Sigma \left( \alpha, \tau_j \right)^{-1} \left( y_{jkl} - X_{jkl}^T \pi_{jk} \beta - \eta_j \right) \left( y_{jkl} - X_{jkl}^T \pi_{jk} \beta - \eta_j \right)^T,
\]

and \( \Sigma_{\tau \eta} = \Sigma_{\tau} - \Sigma_{\tau \eta} \Sigma_{\tau}^{-1} \Sigma_{\tau} \).

A.3. Conditional distribution of the spherical parameters

The conditional distribution of the spherical parameters \( \psi \) and \( \omega \) can be written up to a proportionality constant as

\[
p(\psi|\pi_{jk}, \mathbf{U}_{jk}, \gamma) \propto \frac{1}{\pi} N \left( \mathbf{0}_M, \Sigma \left( \mathbf{U}_{jk}, \gamma, \psi \right) \right),
\]

\[
p(\omega|\eta_j, \tau_j \mathbf{V}_j, \lambda, \zeta) \propto \frac{1}{\pi} N \left( \mathbf{0}_M, \Sigma \left( \mathbf{V}_j, \lambda, \zeta, \omega \right) \right),
\]

where \( \Sigma(\mathbf{U}_{jk}, \gamma, \psi) \) and \( \Sigma(\mathbf{V}_j, \lambda, \zeta, \omega) \) are defined in Equation (6).
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